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As the emphasis on college and career readiness 

standards has given greater urgency to debates 

over the value of high-stakes testing, multiple-

choice test questions have come in for a new 

round of criticism. Critics contend, for example, 

that multiple-choice questions cannot measure 

higher-order thinking skills or reflect real-world 

problem solving.1 

However, when constructed well, multiple-choice 

(sometimes called selected-response) questions 

can and do efficiently assess students’ higher-

order thinking skills and reflect their real-world 

problem solving skills, and are an important part 

of an assessment system that includes a variety 

of question formats and types of assessments.2 

This issue brief identifies the many benefits 

of multiple-choice questions and offers policy 

recommendations to support the appropriate use 

of multiple-choice questions.  

Why Use Multiple-Choice Test 
Questions? 
Multiple-choice questions have many desirable 

features, which is why ACT invests time and 

resources in their development. We detail a 

number of these features in the following 

sections. 

Content Coverage and Testing Time 

One of the chief advantages of multiple-choice 

questions is their efficiency. Multiple-choice 

questions can cover a broader range of content 

than either constructed-response tasks (tasks 

that require a longer response, such as an essay) 

or performance-based tasks (tasks that require 

the test taker to complete a task, such as a 

science experiment) in less testing time.3 This is 

particularly important when assessments must 

measure a wide range of content standards 

without taking up too much classroom time.4 

Multipurpose 

Some people believe, incorrectly, that multiple-

choice questions only measure recall, or the ability 

of a test taker to recognize or retrieve a fact or 

some other bit of discrete information.5 While 

multiple-choice questions may be well suited to 

testing this type of retrieval, they are by no means 

limited to it.6 

Multiple-choice questions can also assess 

higher-order thinking skills.7 For instance, posing 

a scenario followed by several questions that 

require test takers to apply what they have 

learned in the scenario is one way of measuring 

higher-order thinking skills.8 Likewise, asking test 
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takers to recognize a pattern and use the 

pattern to solve the problem, as in the sample 

problem in figure 1, goes beyond measuring 

recall and requires students to demonstrate 

sophisticated problem-solving skills. 

Reliability and Validity 

Scores from well-constructed multiple-

choice questions are generally highly reliable. 

Reliability is the consistency of test scores 

either internally (that is, the questions are 

generally measuring the same construct) 

or from one test administration to the next.9 

The more questions that are included on an 

assessment, the higher its reliability usually 

is.10 Since there are typically more questions 

on a multiple-choice assessment than on 

a constructed-response or performance-

based assessment, multiple-choice 

assessments generally have higher reliability 

coefficients.11 Further, constructed-response 

and performance-based assessments are 

more susceptible to increased measurement 

error due to “person by task interaction,” 

where the person has the knowledge to 

correctly respond to the task but “may react 

to the specific context or other extraneous 

characteristics of the task.”12 In practical 

terms, this means that test takers are more 

likely to receive similar scores if they retake 

a multiple-choice test than if they retake a 

constructed-response or performance-based 

test. 

Another advantage of multiple-choice 

tests is validity. Validity is the degree to 

which evidence and theory support the 

interpretations represented by the test 

scores, as well as the degree to which 

those interpretations are dependent on the 

proposed uses of the scores.13 Because 

multiple-choice tests can cover a broad 

range of content in a relatively short amount 

of time, potentially covering more standards, 

they typically have more validity evidence; we 

should therefore have more confidence in the 

score interpretations.14 

Figure 1. Sample ACT Aspire® Mathematics test question for grades 5 to early high school 
(grades 9–10). Answer option E (9) is the correct answer. 

Despite broad content coverage, critics 

contend that multiple-choice tests cannot 

represent what is necessary to demonstrate 

college and career readiness.15 Advocates 

of constructed-response and performance-

based assessments emphasize these 

assessments’ potential to “enhance” the 

validity of scores by requiring test takers 

to provide rather than select a response.16 

Providing a response increases what 

measurement experts refer to as “face 

validity,” or what the test “appears superficially 

to measure.”17 For example, an essay test 

requires students to write an essay, and 

a test that requires a student to perform 

an experiment insists on the student’s 

performing the experiment in order to be 

scored on the task. However, writing an 

essay or performing an experiment does 

not necessarily mean a student’s problem-

solving and higher-order thinking skills are 

being tested; knowing that requires further 

validity research.18 “It is all too easy to think 

of higher-order skills as involving only difficult 

subject matter as, for example, learning 

calculus,” observes one report on The 

Nation’s Report Card. “Yet one can memorize 

the formulas for derivatives just as easily 

as those for computing areas of various 

geometric shapes, while remaining equally 

confused about the overall goals of both 

activities.”19 Gathering validity evidence is 

important regardless of assessment format.20 

Student Engagement 

Students indicate that they like the multiple-

choice format.21 One reason is that they 

perceive the item type as easier,22 likely due 

to familiarity, but another is that the presence 

of answer choices provides students 

with feedback, helping them know if they 

are interpreting the question correctly.23 

For instance, in interviews with students, 

researchers found that some students 

had determined the correct answer to 

constructed-response tasks but had written 

nothing because they were unsure whether 

they had correctly understood the question.24 

This is an issue because studies have found 

higher omission rates—that is, the rates at 

which students omit or “skip over” a test 
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item—for constructed-response tasks than for 

multiple-choice questions.25 In a study of the 

1992 National Assessment of Educational 

Progress (NAEP) reading assessment 

and the 1996 NAEP math assessment, 

researchers found that constructed-

response tasks were omitted by about 8% 

of students.26 For reading, the maximum 

omission rate was 18% for constructed 

response but only 4% for multiple choice.27 

For math, the difference was even greater, 

with maximum omission rates of 25% for 

constructed response and 5% for multiple 

choice.28 A 2007 study in Ohio found similar 

omission rates. In their third-grade sample, 

omissions ranged from a low of 1.3% in 

mathematics to a high of 32% in reading 

Figure 2. Sample ACT Aspire Mathematics test question for eighth grade 

below”) for eight different square roots. 

They must respond “yes” or “no” by either 

clicking or not clicking on each of the square 

roots. Guessing is reduced for this question 

because students are required to identify all 

As innovations in artificial intelligence scoring 

help improve our ability to use computers 

to score open-ended tasks, this cost 

discrepancy may diminish. However, early 

evidence suggests that computer-based 

for constructed-response tasks, whereas four irrational numbers (√2 , √8 23√, , and scoring should only be used as a “second 

none of the multiple-choice questions had an 821√ ) to receive credit. reader,” necessitating the continued costs of 

omission rate higher than 1%.29 

The omission rate issue is also potentially 

problematic with respect to the race/ 

ethnicity of test takers: because Hispanic 

and African American students are more 

likely to omit responses than White students, 

more Hispanic and African American test 

takers may be disadvantaged when taking 

assessments, such as constructed-response 

tests, that generate higher omission rates.30 

Guessing 

One reason there are fewer omissions 

on multiple-choice questions than on 

constructed-response or performance-

based tasks is that multiple-choice questions 

present response options to the test taker. A 

test taker who does not know the answer is 

still able to guess. 

There are ways to reduce guessing. One way 

is to have a common stem and response 

options with multiple parts, as in the eighth-

grade ACT Aspire Mathematics test question 

in figure 2. Students are given a prompt 

(“Click on all of the irrational numbers 

Cost 

Multiple-choice questions have an advantage 

over other item types in that they can be 

scored automatically. Automatic scoring is 

much more economical than other kinds 

of scoring. After the passage of the No 

Child Left Behind Act of 2001, the General 

Accounting Office (GAO) estimated tests, 

the development, administration, and scoring 

of different types of assessments. For solely 

multiple-choice assessments, the cost was 

$1.90 billion. For a mixture of multiple-choice 

and open-ended items, the cost rose to $5.31 

billion.31 Scoring accounted for the bulk of the 

cost difference. Indeed, the GAO estimated 

that the percentage of the total cost of 

testing related to administration, scoring, and 

reporting was 65% for multiple-choice tests 

and 86% for tests with both multiple-choice 

and open-ended items. Similarly, the costs of 

performance-based assessments are even 

higher. In the early 1990s, the GAO found 

that a solely performance-based assessment 

would cost $18 more per student than a 

multiple-choice test.32 

having at least one human scorer as well as 

the costs of rater training to ensure a high 

level of consistency in scoring.33 

Besides the financial cost of scoring 

open-ended tasks, there is a cost of time. 

Consider the Maryland School Performance 

Assessment Program, a highly regarded 

performance-based assessment in the 

1990s. Its language arts assessment 

occurred in five sessions over five 

consecutive school days, with sixty or ninety 

minutes of testing per session,34 while its 

mathematics assessment was administered in 

three one-hour sessions on three consecutive 

school days either preceding or following the 

five days of the language arts assessment.35 

All in all, Maryland students were tested for at 

least one hour per day over eight consecutive 

school days, for a minimum of eight hours 

total. Compare this to the ACT Aspire reading, 

mathematics, and science tests within ACT 

Aspire, which take approximately an hour 

each, and the English and writing tests, which 

take approximately thirty minutes each, for a 

total of approximately four hours.36 
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Policy Recommendations 
The use of multiple-choice questions in 

assessment systems efficiently and cost-

effectively returns valuable information about 

what test takers know and can do. We ask 

policymakers and educators to consider the 

following policy recommendations when 

selecting item formats and assessments: 

1.	 Unless the content standards explicitly 

require the student to “perform” a task 

(e.g., conduct an experiment), consider 

using a selected-response or multiple-

choice question. Assessment results 

provide a valuable resource to schools, 

but assessments do take instructional 

time. Selection of an assessment and the 

item types used should be purposeful to 

determine what types of skills need to be 

measured and the most effective ways to 

measure them. Multiple-choice questions 

are an efficient and cost-effective way to 

measure what a student knows and can do, 

including higher-order thinking skills. 

2.	 Regardless of item type, anyone 

developing a test should carefully 

evaluate validity evidence to determine 

whether items are measuring higher-

order thinking skills. Item format alone 

does not dictate whether an item is 

measuring higher-order thinking. Instead, 

there must be validity evidence to support 

labeling an item as measuring higher-order 

thinking skills. 

3.	 When adopting state or district 

assessment systems, ensure that all 

test items—multiple choice, constructed 

response, and performance based— 

have been rigorously tested and 

measure a broad range of content. 

States and districts have many options when 

adopting assessment systems. They should 

ensure that the assessment system they 

choose is aligned with content standards 

and supported by adequate reliability and 

validity evidence. 

Appendix: Multiple-Choice Test Item Development 
for the ACT 
There are five main steps in the multiple-choice item development process for the 

ACT. Each step encompasses numerous processes and reviews: for an item to 

make it to an operational test form (a form in which a student’s performance on 

the item contributes to the student’s test score), it must pass as many as sixteen 

stages of review. 

Step 1: Item Writing 

Item writers (who are content specialists; many are active teachers) are given a 

guide specific to the content area for which they have been engaged to develop 

items. The guide provides the test specifications, content and style requirements 

(i.e., criteria for accuracy, word count, item classification, format, and language), and 

examples of acceptable items. ACT staff edit the items to ensure that each item 

meets these requirements. 

Step 2: External Reviews 

External content and fairness experts review items for accuracy, grade-level 

appropriateness, educational importance, and fairness to all test takers. ACT staff 

then further edit each item as required for it to conform to the expert feedback. 

Step 3: Tryout and Statistical Analysis 

Items are piloted in unscored sections of the test for which they were developed.37 

ACT staff then conduct statistical analyses on each of the piloted items to 

determine whether the items contain statistical irregularities. The analyses help to 

identify items that are too easy, too difficult, or that do not differentiate between 

high- and low-performing test takers.38 ACT staff also review all items flagged 

for statistical irregularities to determine whether an item can be revised for a 

subsequent tryout or must be discarded as unusable. 

Step 4: Item Pool 

If an item successfully passes tryout, it can be placed in an item pool for use on 

an operational test form. Items for new forms are selected from a pool based on 

content criteria and statistical properties. The statistical goal is to create a form 

that is similar to prior forms with respect to its average difficulty39 and its ability to 

effectively differentiate among students at different performance levels.40 Items 

are also selected to ensure that students will have sufficient time to complete the 

whole test.41 

Step 5: Additional External Reviews 

ACT staff review the test form as a whole for content accuracy and style. New sets 

of external content and fairness experts then review the form. Based on feedback 

from the experts, necessary changes are made to the test forms before they can 

be administered operationally. 

4 
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